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Abstract

The present study addresses the uncertainties that affect the recently performed
predictions of beryllium (Be) erosion and migration in ITER using the Monte-Carlo
code ERO2.0. The focus of the study is a D-T baseline discharge with fusion power
gain Q = 10, scrape-off layer (SOL) input power PSOL = 100 MW, toroidal plasma
current Ip = 15 MA, and central toroidal field Bt = 5.3 T. The parameter studies used
to investigate uncertainties include variations of the radial extrapolation of plasma
parameters in the far-SOL (scan A), the assumptions on impact angle distributions
(scan B) and the anomalous transport of eroded Be (scan C). Variations by factors
∼ 3, ∼ 18 and ∼ 2 for scans A, B and C, respectively, are found.
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1 Introduction

Steady-state erosion of the ITER main chamber first wall (FW) beryllium (Be) armour is
expected to affect several processes important for the reactor duty cycle. Among these
are armour degradation and lifetime, dust formation, and release of Be impurities poten-
tially leading to enhanced sputtering of the W divertor [1] and tritium retention due to
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co-deposition [2]. Reliable numerical estimations of the Be erosion and migration are nec-
essary to quantify these effects, but also to support the development of ITER diagnostics,
designed for monitoring the Be primary source, by providing synthetic signals.

The Monte-Carlo code ERO was used in the past to investigate local Be erosion of selected
FW panels [3], followed by global modelling including all FW panels using the upgraded code
ERO2.0 [4, 5]. The code simulates the steady-state Be erosion flux resulting from ion and
charge-exchange (CX) neutral bombardment of the entire ITER FW, taking into account
the subsequent kinetic transport of eroded Be impurities. The latter are represented by so-
called test particles, which are used in a Monte-Carlo formalism to solve the Fokker-Planck
equation in the trace impurity approximation [6]. The three-dimensional (3D) shaping of
the FW panels is taken into account, which is important due to magnetic shadowing effects
affecting the flux distribution and the strong dependence of sputtering yields on the particle
impact angle.

This contribution addresses the sensitivity of the ERO2.0 predictions regarding (1) the
extrapolation of plasma parameters near the FW panel surfaces, (2) the assumptions on
particle impact angle distributions, and (3) the anomalous transport of Be ions in the plasma.
The main results of the modelling studies are summarized in Table 1.

2 Parameter studies

2.1 Reference modelling assumptions

All simulations in this study are based on the baseline H-mode D-T burning plasma scenario
with toroidal plasma current Ip = 15 MA, central toroidal field Bt = 5.3 T, fusion power gain
Q = 10, and input power PSOL = 100 MW into the scrape-off layer (SOL) [7] (”reference
case”). This scenario is labelled ”case #1” in the wider study reported in [5], where other
plasma scenarios are also considered.

SOLPS-4.3 coupled to OEDGE [8] simulations provide the input plasma background
(PBG) to ERO2.0, i.e. the two-dimensional (2D) distribution of plasma parameters in
the boundary region. OEDGE extends the grid to the wall using a combination of onion
skin modelling (OSM) and the kinetic neutral transport code EIRENE [9]. In addition,
OEDGE considers the so-called ITER Heat and Nuclear Load Specifications (HNLS) [10]
as a constraint for the far-SOL plasma. Importantly, the HNLS implies flat temperature
profiles in the SOL with Te ≈ 10 eV and Ti ≈ 20 eV [4, 5, 8]. The OEDGE extended grid
and the underlying SOLPS-4.3 solution regions are shown in Figure 1(a), which also shows
the magnetic configuration and the locations of the 18 FW panels in the ITER poloidal
cross-section. Note that both SOLPS-4.3 and OSM are 2D codes, so that the resulting 2D
PBG cannot account for the toroidal FW shaping and is thus assumed to extend only to
the innermost radial ridges of FW panels in the poloidal cross-section. This necessitates
the extrapolation of plasma profiles in the radial outward direction, as discussed in detail
in the next section. In addition, numerical tracing of magnetic field lines is used to define
plasma-wetted and shadowed areas (the latter are excluded from erosion by ions) on the 3D
surface, as shown in Figure 1(b). The shadowing model is described in detail in [4].

The simulations with the massively-parallelised ERO2.0 code were performed on the
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JURECA supercomputer [11]. The requirement for supercomputing resources comes from the
large number of Be test particles (106 for the calculations reported here) that are necessary
in production runs to achieve sufficiently reproducible results with acceptable Monte-Carlo
noise. As a simplification, the D-T plasma is described as a pure D plasma (as is the case,
in fact, for the SOLPS-4.3 PBG simulations). Furthermore, Be is considered in ERO2.0 to
be the only impurity, though the PBG includes neon seeding for power dissipation in the
divertor, which can be neglected for the current study focussing on the main chamber.

The Be sputtering yields used to calculate the Be erosion are discussed in more detail
in [5]. Note that chemically assisted physical sputtering with release of BeD molecules [12]
is neglected here for simplicity, so that all erosion is assumed to be in the form of Be atoms.

In the following, the individual parameter scans will be presented. Note that during each
scan, all other parameters are kept as in the reference case (as explained in more details
below): 1) constant extrapolation of radial temperature profiles; 2) non-constant impact
angles for deuterium ions and neutrals; 3) diffusion coefficient D⊥ = 1.0 m2/s for Be ions.

To compare the simulations, we focus on the figure of total Be gross erosion, which is
obtained by integrating over the full main chamber surface area (1.53× 1023 Be/s in the
reference case). A deeper interpretation of the results in view of reactor operation (e.g. in
terms of tritium retention, dust production or wall lifetime resulting from peak net erosion)
is beyond the scope of this work.

2.2 Parameter scan A: Influence of far-SOL plasma conditions

Some modifications of the OEDGE data are required due to the 3D shaping of the FW panels
considered in the ERO2.0 modelling. Despite the extended grid in the PBG, the shaping leads
to a small gap ∆rgap between the outer OEDGE grid and the FW surface cells. The gap size
is mostly about 0–3 cm in the plasma-wetted areas, as shown in Figure 1(b). To be consistent
with the flat plasma temperature profiles in OEDGE prescribed by the (conservative) ITER
HNLS, the reference approach in ERO2.0 is to extend the radial temperature profiles in the
gap region using constant extrapolation, as shown in the outer mid-plane (OMP) profiles in
Figure 2 (the same extrapolation approach is used for the plasma density and flow velocity
profiles).

To investigate the effect of a less conservative assumption about temperature profiles,
an exponential radial decay was applied to those, resulting in lower ion impact energies and
hence Be erosion. In the frame of ”parameter scan A” described in this section, different
decay lengths, λ = 0.1 cm, 1.0 cm and 10.0 cm, were considered for the extrapolation of Te
and Ti (assuming the same decay length for both) beyond the OEDGE grid boundary, as
depicted in Figure 2.

For simplicity, the density and flow velocity profiles were not changed during this scan.
It should be noted that when reducing the temperature, the flux distribution of impinging D
ions is affected via the reduced sound velocity; however, the total (surface-integrated) D ion
flux was artificially kept constant during the scan to maintain particle balance with OEDGE
and to simplify the interpretation.

The above values of λ are selected on the basis of typical experimental values from various
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plasma devices, which are scattered within the range of λ ∼ 0.1–10 cm.1 Furthermore,
numerical estimates were performed using the connection lengths L calculated by ERO2.0
field line tracing, combined with either diffusive or convective models for λ(L) and the
associated perpendicular transport to the wall. The considered range of input parameters
(e.g. D = 0.1–10.0 m2/s for the diffusive model) again led to λ ∼ 0.1–10 cm, so that the
parametric approach chosen here seems reasonable.

Preliminary simulations have shown that there is no appreciable difference in the Be
erosion pattern and magnitude between the λ = 10.0 cm and λ = ∞ cases. The former is
therefore not further considered here in the following.

Figure 3 shows the Be erosion rate integrated over the entire ITER FW. The contribution
to the erosion by D0 impact is by definition constant because ERO2.0 imports D0 fluxes and
energies directly from EIRENE (run as part of OEDGE), which are therefore not affected
by the plasma parameter extrapolation. In contrast, the contribution by D+ impact is
decreased for smaller λ because the D+ impact energy is proportional to Te (determining the
sheath potential) and Ti (determining the ion energy at the sheath entrance). Likewise, the
contribution due to Be+ impact is decreased for smaller λ both because fewer Be particles
are eroded in the first place, and due to a decrease in their impact energy by the lower sheath
potential.

In the λ = 1 cm case, the total erosion is decreased by 50 % compared to the reference
λ = ∞ case. For λ = 0.1 cm, the decrease is 65 %. With decreasing λ, the eroded areas
are reducing in toroidal direction to a small poloidal stripe around the panel ridges (green
areas in Figure 1(b)). It is expected that further reduction below 0.1 cm would only lead
to a gradual decrease in erosion (saturation effect), because some regions exist with a very
small gap ∆r � 0.1 cm or even with no gap, which are not subject to the extrapolation.

It should be noted that λ = 0.1 cm is already at the lower end of the experimental values
found in literature and the numerical estimations using a diffusive or convective model. Val-
ues of (density or temperature) decay lengths λ ∼ 1 cm or higher seem more probable. Thus,
the result of this scan in the far-SOL plasma parameter extrapolation may be summarized by
noting that the conservative assumption of λ =∞ likely leads to an overestimation of the Be
erosion by up to a factor ∼2. However, it must also be stressed that in the present approach,
λ affects only the small extrapolation region shown in Figure 2. Applying an exponential
decay in the OEDGE extended grid region (pink shaded zone in Figure 2), instead of the
currently used flat curve fixed for consistency with the ITER HNLS assumptions, will lead
to a more significant reduction of the predicted erosion.

2.3 Parameter scan B: Influence of particle impact angles

The Be sputtering yields used here are very sensitive to the impact angle, with a maximum
yield at about θ ≈ 80° and 70° for D and Be impact, respectively (with θ defined here
relative to the surface normal, i.e. θ = 0 corresponding to normal incidence) [5]. ERO2.0
requires assumptions on the impact velocity distributions of background D ions and neu-
trals to calculate the erosion, since these distributions are not contained in the input PBG.
The following assumptions were used as default (reference case): (a) for D ions, the impact

1 See Figures 21.1, 21.2, 21.3, 21.8, 21.9 and 23.2 in [13].
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energy and angular distributions are obtained for each surface cell by following ion orbits
in the magnetic pre-sheath and Debye sheath, with the approach (which was successfully
benchmarked against PIC codes) described in more detail in [14]; (b) for D neutrals, the
energy is set to the mean energy (provided by the PBGs) and the angle is set to the mag-
netic inclination angle θB. The plasma-wetted areas of the FW are associated with oblique
magnetic inclination angles of θB > 80°. Thus, with the above assumptions, neutrals have
the same oblique impact angles θ = θB, whereas ions have distributions at about 〈θ〉 ≈ 70°
and full width at half maximum (FWHM) ≈ 20° as shown in Figure 4.

The assumption of θ = θB for the neutrals in the reference case is a strong simplification,
and could be considerably improved in the future by velocity distributions of CX deuterium
obtained using a dedicated neutrals transport code such as EIRENE. For instance, an impact
angle distribution closer to normal incidence is discussed in [15], which would result in lower
sputtering yields. Thus, the current reference case assumption can be seen as an upper limit
to the erosion by CX neutrals.

Moreover, the Be FW is assumed in the modelling as a perfectly smooth surface. In
reality, the surface of FW components in ITER can be expected to exhibit a microscale
roughness from manufacturing, which will, along with other factors, affect the impact angle
distributions. The same is true for the castellation of the panels, which was neglected here.
The effects of castellation and roughness on the impact of ions have been studied e.g. in
[16–19]. However, the particle orbits before impact are affected by multiple parameters such
as local magnetic field inclination, plasma parameters, and the size and form of the initial
roughness, which is unknown for the ITER blanket and will likely change dynamically during
plasma exposure. The in-detail investigation of these effects goes beyond the scope of this
work. Nevertheless, as a first step it is important to investigate the dependence of the overall
erosion on the impact angle, which is done here in a very general way by considering the
entire possible range θ = 0–90°.

In ”parameter scan B”, the particle impact assumptions are changed in the following
way: for both ions and neutrals, the impact angle is set to a constant value θ0 for all surface
cells, regardless of the local geometry and plasma conditions. The value of θ0 is subject to
a parameter scan, with θ0 = 0°, 40°, 60°, 75°, 80° and 85° for each simulation, respectively.
Since the sheath tracing module was disabled in this scan, the ion energy distribution was
simplified to the well-known analytic expression E = 2Ti + q|Vsheath|, where the first term is
the thermal energy at the sheath entrance, and the second term is the energy gain due to
the sheath acceleration [13, p. 629].

Figure 5 shows the total, surface-integrated FW Be erosion plotted over the impact
angle. In addition, the individual contributions of D+, D0 and BeZ+ impact are shown.
The change in Be erosion due to D impact directly reflects the angular dependency of
the sputtering yield curve, whereas the change in Be self-sputtering is a secondary effect
due to the changing Be source strength. Due to an interplay of these two effects, the
maximum of the total erosion is reached at about θ0 = 80–85°. The maximum value
of Γero

Be (θ0 = 80°) = 2.35× 1023 Be/s is about 53 % higher than the reference case value of
1.53× 1023 Be/s achieved with the broader impact angle distributions. On the other hand,
the minimum value with Γero

Be (θ0 = 0°) = 1.28× 1022 Be/s is roughly 12x lower than the ref-
erence case value. One can estimate by linear interpolation that an erosion similar to the
reference case can be achieved with a constant impact angle θ0 ≈ 70°.
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We can summarize that the reference case erosion of 1.53× 1023 Be/s is in the upper
middle part of the possible range 0.13–2.35× 1023 Be/s that can be achieved by varying
the impact angle between 0–90°. However, an assessment, validation or improvement of the
impact angle distributions resulting from the reference assumptions would require knowledge
of the surface roughness. In the case of the D neutrals, further insight could be gained in
the future by using angular and energy distributions from EIRENE post-processing of the
plasma backgrounds, combined with parameter studies using different types of roughness.

3 Parameter scan C: Influence of anomalous transport

ERO2.0 assumes a diffusion coefficient D⊥ to account for anomalous cross-field transport
of the Be test particles. The reference ERO2.0 case uses D⊥ = 1 m2/s, which is a typical
empirically found value2, and is assumed here to be constant in the entire simulation domain.
The choice of D⊥ affects the transport of Be and its flux to the FW, and thereby the self-
sputtering and net erosion/deposition fluxes. To investigate the importance of these effects,
”parameter scan C” includes simulations with two different values for D⊥ for Be transport:
(1) a lower diffusion coefficient D⊥ = 0.3 m2/s corresponding to the value used for D plasma
transport in the SOLPS-4.3 simulations, and (2) a higher diffusion coefficient D⊥ = 10 m2/s.

Figure 6 shows the total Be erosion for D⊥ = 0.3 m2/s and D⊥ = 10 m2/s along with
the reference case D⊥ = 1.0 m2/s. For D⊥ = 0.3 m2/s, the total erosion is 28 % higher
than in the reference case. For D⊥ = 10 m2/s it is 37 % lower. Since D⊥ affects only the
Be transport in the ERO2.0 simulations, this change in erosion is entirely due to the self-
sputtering contribution. As seen in Figure 6 and Table 1, in the reference case Be self-impact
contributes 56.2 % of the total erosion, while it is 65.8 % and 31.1 % in the D⊥ = 0.3 and
10.0 m2/s cases, respectively. As seen in Table 1, increasing D⊥ leads to a slightly increased
Be redeposition flux on the FW (which can be explained by shorter migration paths due to
higher probability of returning to the wall by cross-field transport). However, the changes
in the Be charge and impact velocity distributions eventually lead to a decrease of the self-
sputtering that far outweighs the increased flux.

To better understand the effect of the assumed D⊥ on Be transport and self-sputtering,
the distributions of Be impurities impacting on the FW are analysed. Figure 7(a) shows
the charge state distributions of impacting Be. One can see that a high diffusion coefficient
D⊥ = 10.0 m2/s leads on the one hand to an increased fraction of singly charged Be, which is
redeposited shortly after the erosion due to the radially outward diffusion, and on the other
hand to an increased fraction of highly charged Be with Z = 3–4, which diffuses radially
inward to the core plasma and eventually returns to the wall with a high energy. This is
reflected in the Be impact energy distributions shown in Figure 7(b), where D⊥ = 10.0 m2/s
leads to an increase in both low-energy range (E < 50 eV) and high-energy tail (E > 200 eV),
at the expense of the intermediate energy range (E = 50–200 eV). Finally, Figure 7(c) shows
the impact angle distributions. Increasing D⊥ clearly leads to a shift towards lower Be impact
angles associated with lower sputtering yields, thereby reducing the Be self-erosion. The most
likely explanation for the shift to lower angles is that for higher D⊥, Be penetrates more
frequently into shadowed areas of the FW, which (due to the toroidal shaping of the panels)

2 See [13], pp. 15, 158, 283.
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are characterised by less oblique magnetic incidence. This effect, together with the decreased
fraction of particles in the intermediate energy range, outweighs the increase in erosion by
the high-energy tail, leading to less self-erosion overall.

In summary, the variation of the perpendicular diffusion coefficient D⊥ for Be ions
over a wide range 0.3–10 m2/s leads to a variation of the total erosion in the range 0.97–
1.96× 1023 Be/s, due to the change in Be transport and Be self-sputtering. Importantly, the
influence on the fractions of Be being deposited in the main chamber and divertor is neg-
ligible. The difference in self-sputtering is due to a change in the impact energy and angle
distributions. As mentioned above, the studies here are for perfectly smooth surfaces, and
consideration of rough surfaces will likely affect the outcome for the angular distributions
and thus self-sputtering.

4 Conclusions

Parameter studies have been performed to investigate the uncertainties on ERO2.0 modelling
of beryllium erosion and migration in ITER under burning plasma conditions. The focus
was on uncertainties related to plasma parameter extrapolation (scan A), impact velocity as-
sumptions (scan B) and Be anomalous diffusion coefficient (scan C). The resulting variations
of the total Be gross erosion were 0.55–1.53× 1023 Be/s for scan A, 0.13–2.35× 1023 Be/s for
scan B, and 0.97–1.96× 1023 Be/s for scan C. In scan A, the reference case with λ =∞ and
1.53× 1023 Be/s is the most conservative with the highest erosion, while in scans B and C,
the reference case is found in the midrange of the possible values.

Judging from these numbers alone, the impact angle assumptions are the largest uncer-
tainty (factor ∼18 between minimum and maximum value), followed by the plasma extrap-
olation (factor ∼3) and the diffusion coefficient (factor ∼2). Although these error bars are
very large, it must be noted that each of the scans was designed to cover a large range of
values (or even the entire possible range, in the case of the impact angles). For instance, a
decay length λ = 0.1 cm and an impact angle θ0 = 0 would both lead to an extreme reduction
of the erosion. However, both assumptions holding simultaneously may be considered rather
improbable. On the other hand, due to self-sputtering, the erosion depends in a non-linear
way on the input parameters, which increases the overall uncertainty. Thus, a combination
of moderate adjustments to input parameters could lead to a strong change of the total
predicted erosion.

Further insight, and potentially a narrowing of the uncertainties, can be expected from
the following actions:

� Arguably most important is the consideration of representative surface roughnesses
instead of a smooth surface, which would improve the impact angle distributions (and
thus the erosion prediction) for all impinging particle species.

� Providing neutral impact energy and angular distributions from EIRENE would im-
prove the predictions for erosion by CX neutrals impact.

� In general, ERO2.0 predictions are highly dependent on the input plasma backgrounds.
In particular, further reducing the gap between grid boundary and FW surface in the
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input plasma background, e.g. by onion skin modelling or codes like EMC3-EIRENE
and the upcoming version of SOLPS-ITER with an extended-grid functionality, would
render the extrapolation of plasma parameters obsolete, thus improving the erosion
prediction for ion impact.

� Castellation gaps were completely neglected in the present study. The majority of the
erosion however is seen on enhanced heat flux (EHF) panels (e.g. 5, 8, 9), which have
12 mm square tile castellations. Field lines striking the sides of the castellations might
have much closer to normal angles of incidence, which might reduce sputtering yields
but at the same time increase the particle flux, which might increase total erosion.
These effects should be investigated using a more precise wall geometry model that
resolves the castellations.

� The input sputtering yield data for Be are another source of uncertainty, although the
data used here have been validated experimentally at JET and PISCES-B [3]. However,
the contribution of chemically assisted physical sputtering (CAPS) and subsequent
transport of BeD molecules were neglected here for simplicity, and should be included
in the future.
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Scan: — Parameter scan A Parameter scan B Parameter scan C

Description: θ = 0° θ = 60° θ = 75° θ = 80° θ = 85°

1.53E+23 5.50E+22 7.57E+22 1.28E+22 1.07E+23 2.08E+23 2.35E+23 2.34E+23 1.96E+23 9.74E+22

20.7 12.7 15.4 27.6 27.8 27.4 27.4 27.4 16.1 32.5

23.1 64.5 46.8 15.9 15.7 15.8 15.9 15.8 18.1 36.4

56.2 22.9 37.8 56.5 56.5 56.8 56.7 56.7 65.8 31.1

1.50E+22 9.37E+21 1.03E+22 1.21E+21 1.01E+22 1.96E+22 2.22E+22 2.20E+22 2.01E+22 6.89E+21

1.35E+23 4.49E+22 6.39E+22 1.13E+22 9.44E+22 1.83E+23 2.07E+23 2.06E+23 1.73E+23 8.82E+22

90.0 82.7 86.1 90.3 90.3 90.4 90.3 90.4 89.6 92.8

1.47E+22 9.08E+21 9.99E+21 1.19E+21 9.91E+21 1.92E+22 2.18E+22 2.16E+22 1.99E+22 5.80E+21

9.8 16.7 13.5 9.5 9.5 9.5 9.5 9.5 10.3 6.1

2.95E+20 2.93E+20 2.87E+20 2.27E+19 1.86E+20 3.60E+20 4.18E+20 4.25E+20 1.85E+20 1.09E+21

0.2 0.5 0.4 0.2 0.2 0.2 0.2 0.2 0.1 1.1

Reference
case

λ = 0.1
cm

λ = 1
cm

D
┴
 = 0.3 
m²/s

D
┴
 = 10 

m²/s

FW gross 
erosion [Be/s]

… by D+ impact 
[%]

… by D0 impact 
[%]

… by BeZ+ impact 
[%]

FW net 
erosion [Be/s]

FW gross 
deposition [Be/s]

FW gross 
deposition [%]

divertor gross 
deposition [Be/s]

divertor gross
deposition [%]

gaps gross 
deposition [Be/s]

gap gross
deposition [%]

Table 1: Summary of the surface-integrated Be erosion and deposition results of the para-
metric studies in comparison with the reference case.
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(a) (b)

Figure 1: (a) Poloidal view of the simulated ITER geometry. The black patches numbered
1-18 indicate the individual FW panels. The colored regions indicate the SOLPS-4.3 grid and
the ”extended grid” of the OEDGE solution. (b) Zoomed in 3D view of panel 5, with a color
map indicating the distance of plasma-wetted surfaces from the OEDGE grid boundary. Grey
areas are indicating magnetically shadowed areas, which are assumed to have zero erosion.
The circular openings in the centre of the panel are remote handling access holes [20].

Figure 2: Outer midplane (OMP) profiles of the electron temperature. R0 is the OEDGE
outer grid boundary at the OMP. The reference case with a constant extrapolation (λ =∞)
is compared to exponentially decaying profiles obtained with a finite λ.
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Figure 3: Be erosion rate (integrated over the FW), obtained using different decay lengths.
For each case, the contributions to erosion by different impacting species (D+, D0 and BeZ+)
are shown, as well as their sum.

Figure 4: Distributions of the impact angle θ for D+ ions at different magnetic inclination
angles θB, obtained using the sheath tracing module in ERO2.0.
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Figure 5: Be erosion rate (integrated over the Be FW), obtained using different constant
D+ and D0 impact angles θ0.

Figure 6: Be erosion rate (integrated over the Be FW), obtained using different constant
diffusion coefficients D⊥.
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(a) (b) (c)

Figure 7: Distributions of impacting Be, accumulated over the entire Be FW, for different
values of D⊥.
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